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Abstract
Web service composition is a key technology for creating value-added services by integrating available services. With the rapid development of Service Computing, Cloud Computing, Big Data and Internet of Things, a fast increasing number of services with similar functionalities but different Quality of Service (QoS) are available on the Internet, and make Web service optimal composition a NP-hard problem. Meanwhile, over the last decade’s development and evolution of the service industries, service domain features (such as priori and similarity of services) are gradually formed. These features have valuable domain knowledge for improving Web service optimal composition. However, existing research works on Web service composition don’t make full use of the service domain features, and leading to unfavorable results. Therefore, how to improve the efficiency and effectiveness of Web service optimal composition with the knowledge of service domain features becomes a significant challenge. To attack this issue, this paper firstly analyzes the influences of service domain features on Web service optimal composition; then, improves key optimization strategies of ABC with the knowledge of service domain features; finally, proposes the Web service optimal composition method based on improved artificial bee colony algorithm (S-ABC_SC). The performance of S-ABC_SC is verified through simulation experiment; Moreover, the underlying dependencies between service domain features and S-ABC_SC’s optimality are analyzed and S-ABC_SC’s parameter settings are determined through several experiments with different service usage data sets.
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1. INTRODUCTION
Web service is a type of distributed computing model, with traits of self-contained, modular, loose coupled, standards-based, high capacity, etc. The Service-oriented architecture (SOA) approach allows the integration of service components independently developed into complex business processes and value-added applications to meet the users’ requirements and to offer extra business value.

It is expected that with the proliferation of Cloud Computing, Big Data and Internet of Things, more and more Web services become available, thus, a massive number of services with the same functionalities and different Quality of Service (QoS, such as Cost, response time, availability, reliability, reputation, security, throughput, etc.) can be found for each task of the service composition workflow. Massive candidate services make Web services optimal composition a NP-hard problem [1]. How to efficiently build a composite Web service that not only can meet customer requirement but also has the optimal global QoS remains an open challenge [2].

With the development and evolution of service industries, it gradually forms the service domain features, such as priori and similarity. Priori means that, for a typical service request, some services with a higher usage frequency and satisfaction can be found according to historical service usage data. The priori domain knowledge is produced in the long-term service applications. Similarity refers to phenomenon that there are lot of services with the same functionality and similar quality of service (QoS) in the service domain.

Service domain features imply valuable domain knowledge which are useful for the solving the problem of Web service optimal composition problem. For example, for a certain kind of travel service request, service system provides the same one or some composite services to users, and users are satisfied with these composite services. When this kind of travel service request comes again, service system can firstly take the most frequently used composite service as the initial solution. If the initial solution is satisfactory, it needn’t to construct new composite service from scratch. In such a situation, based on the priori domain knowledge, service system can quickly find the satisfactory solution. If the solution can not satisfy user request, then, service system can generate new composite services based on this initial solution through service replacement.

When generating new composite services based on the service domain features, it will be more effective if the
service system firstly search services in the frequently used service set, because the probability of creating a satisfactory composite service in the frequently used service set is high. If the service system cannot find the suitable services in the frequently used service set, then, it can go to search the similar service set where exist some Web services having the similar QoS with the frequently used services, this mechanism can improve the efficiency of generating better new solutions.

From the above analysis we can find that service domain features imply valuable knowledge for improving the efficiency and effect of Web service optimal composition. However, existing researches on Web service optimal composition (such as service composition based on integral linear programming [3], mixed linear programming [4], heuristics algorithm [5], improved genetic algorithm [6], ant colony algorithm [7], particle swarm optimization [8] and artificial bee colony algorithm [9, 10]) always transform the problem of Web service optimal composition into a pure mathematical problem, and then apply mathematic or swarm intelligent algorithms to solve it. They ignore the influence of service domain features on solving Web service optimal composition. So, the efficiency and effect of Web service composition should be improved.

To tackle this issue, this work firstly analysis the influence of service domain features on solving Web service optimal composition problem; then, improve the key optimization operations of artificial bee colony algorithm [12, 13] with the knowledge of service domain features; finally proposes the algorithm for Web service optimal composition method based on improved artificial bee colony algorithm (named as S-ABCSC). The performance of S-ABCSC is verified through simulation experiments; Moreover, the underlying dependencies between service domain features and the optimality of S-ABCSC are analyzed. To measure the richness and confidence level of the domain features, five metrics called domain feature metrics are proposed. According to the experimental results, domain feature metrics are determined and they will help to set the parameters of S-ABCSC so as to achieve better performance.

In summary, this work makes the following contributions:

- It proposes a Web service optimal composition method based on improved artificial bee colony algorithm with the knowledge of service domain features (S-ABCSC).
- It verifies the performance of S-ABCSC through simulation experiment.
- It analyzes the underlying dependencies between the service domain features and performance of S-ABCSC, and determines the S-ABCSC’s parameter settings.

The remainder of this paper is organized as follows. Section 2 presents the related work; Section 3 introduces the problem of Web service optimal composition; Section 4 presents the ABC algorithm; Section 5 presents the service domain features and analyzes their influence on solving Web service optimal composition problem. Section 6 describes Web service optimal composition method based on improved artificial bee colony algorithm with the knowledge of service domain features. Section 7 verifies the performance of S-ABCSC; Section 8 analyzes the underlying dependencies between the service domain features and performance of S-ABCSC, and determines the algorithm parameter settings. Finally, Section 9 concludes this work and introduces the future work.

2. RELATED WORKS

QoS-aware Web service optimal composition is a hot research point in recent years. Many researchers have proposed various methods to solve this problem. Zeng et al proposed a global optimization method based on integer programming [3]. Some researchers choose the optimal subset of each candidate service set from the multidimensional quality space by the skyline method to optimize the service composition problem and reduces the search space effectively [14, 15]. Paper [16] proposes an approximation-based approach for service optimal composition [16]. Canfora et al. uses the Genetic Algorithm to solve the QoS-aware service composition problem [17]. Chen proposes a method based on QoS and PSO [18]. Wang et al. improves the Artificial Bee Colony (ABC) algorithm [19, 20].

Recently, some scholars have already begun to apply service domain features to solve service optimization problem. Xu et al. utilizes the Priori and Similarity extracted from historical usage data to solve the problem of concurrent service selection problem [21]. Literature [22] proposes a service selection approach based on composite service execution information. Paper [23] proposes a division based composite service selection approach, in this work, a set of efficient composite service execution instances are extracted from the log repository. Paper [24] obtains user interest on web services and QoS preference by mining history information of Web services usage, then, presents a service recommendation method based on user QoS preferences and user interest points of service. Kang et al. [25] proposes a service recommendation method based on the user service history information, the historical information includes the functional requirement information and the QoS information.

Bravo et al. [26] reduces the problem of designing and implementing Web service compositions to the problem of finding and selecting the composition closest to an initial specification. Similarity is used to measure how close is a given composition with respect to any given specification, in this paper a set of similarity measures are described for Web service composition models. Paper [27] develops the definition of similarity of Web service processes in order to investigate service substitution, it conclude that substituting a service in a composition can be performed independent of the context as long as the new service is similar to the substituted one.

Sharma et al. [28] compute the standard similarity
measures based on Cosine Similarity and Euclidean distance, then, retrieve the most relevant services according to the similarity. Paper [29] presents a new context-based solution for Web services discovery. In order to make more efficient discovery and selection, the services context-based selection uses a new quantitative similarity measure to calculate the correspondence degree between the client and the services contexts in order to provide users with appropriate services according to their contexts.

Through analysis it can be found that existing research work only uses single service domain feature to improve the effect of service optimization problem solving, few research has applied these important service domain features comprehensively to guide the creation of Web service optimal composition problem. To fill this gap, this work firstly analysis the influence of service domain features on solving Web service optimal composition problem, then, improve the key optimization operations of artificial bee colony algorithm with the knowledge of service domain features, and propose the Web service optimal composition method based on improved artificial bee colony algorithm, so as to improve the the efficiency and effectiveness of Web service optimal composition.

3. PROBLEM FORMULATION

The process of QoS-aware Web service composition can be described as figure 1, where $T_1, T_2, ..., T_n$ are tasks that comprising the service composition workflow, $S_1, S_2, ..., S_n$ are candidate service sets for tasks, the number of candidate service in each set is $m_i, i \in \{1, 2, ..., n\}$.

![Figure 1. Web service composition process](image)

Usually, for Web service composition, $QoS = \{q_1, q_2, ... , q_n\}$ indicates the QoS attributes of Web services; $C = \{c_1, c_2, ..., c_k\}$ indicates global QoS constraints provided by customer, where $c_j (1 \leq j \leq k)$ is a global QoS constraint for QoS attribute $q_j$; $W = \{w_1, w_2, ..., w_k\}$ represents user’s QoS preferences, where $w_j (1 \leq j \leq k)$ is user’s preference for the j-th QoS attribute $q_j$.

The problem of QoS-aware Web service composition is to select a set of concrete Web services for each task of a service composition so that the composite service constructed by these selected services both satisfy customer’s global QoS constraints and also has the optimal global QoS. The mathematical model of the service optimal composition can be described as follows:

$$ObjectiveFunction: \max f(CWS_i)$$

$$f(CWS_i) = \sum_{j=1}^{n} w_j \cdot q_j$$

Constraints:

$$q_1 \leq c_1$$
$$q_2 \leq c_2$$
$$...........$$
$$q_i \geq c_i$$
$$...........$$
$$q_k < c_k$$

Where $CWS_i$ indicates the i-th composite Web service, $q_j$ is the i-th aggregated QoS value of $CWS_i$. For the QoS aggregation formula, please refer to literature [30].

4. ARTIFICIAL BEE COLONY ALGORITHM

Artificial Bee Colony algorithm (ABC) is a new swarm intelligence algorithm inspired by the foraging behaviors of bee colonies [31]. In ABC, the search space is simulated as the foraging environment and each point in the search space corresponds to a food source that the artificial bees could exploit. The nectar amount of a food source represents the fitness of the solution. In ABC, employed bees exploit the specific food sources they have explored before. Onlooker bees receive information about the food sources and choose a food source to exploit depending on the information of nectar quality. The more nectar the food source contains, the larger probability the onlooker bees will choose it. The employed bee whose food source has been abandoned becomes a scout bee. Scout bees search the whole environment randomly. The pseudo code for ABC is listed in Alg.1.

**Alg.1: ABC algorithm**

1: Initialize the food source positions.
2: Evaluate the nectar (fitness) amount of food sources
3: repeat
4:    Employed Bees phase
5:    Onlooker Bees phase
6:    Scout Bees phase
7:    Memorize the best solution achieved so far
8: UNTIL(Cycle = Maximum Cycle Number or a Maximum CPU time)

ABC has better performance [32] and there exist strong mappings between the ABC algorithm and the solving process of Web service optimal composition:

i) The process of searching optimal nectar by bees corresponding to the process of finding the optimal solution of Web service optimal composition problem;
Food sources in ABC corresponding to the feasible solutions of Web service optimal composition problem;
iii) Fitness function in ABC corresponding to the target function of Web service optimal composition problem;
v) Employed bees phase and onlooker bees phase corresponding to the local search in the solution space of Web service optimal composition problem;
v) Scout bees phase corresponding to the global search in the solution space of Web service optimal composition problem;
vi) Algorithm termination condition in ABC corresponding to the termination condition of solving Web service optimal composition problem.

Due to such strong correlation between the ABC algorithm and the Web service optimal composition, in this paper, we take ABC as the algorithm basis for designing effective algorithm for Web service optimal composition problem.

The food source for service composition problem can be modeled as (2).

\[ X_i = < s_{i1}, ..., s_{ij}, ..., s_{in} > \]  \hspace{1cm} (2)

where \( X_i \) represents a food source constituted by \( n \)-dimensional vector, it also indicates a solution for service composition problem; \( s_{ij} \) represents the value of \( i \)-th dimensional variable of the food source \( X_i \), \( s_{ij} \in S_{ij} \), \( s_{ij} \) is the candidate service set for the \( j \)-th dimensional variable of the food source.

5. INFLUENCES OF SERVICE DOMAIN FEATURES ON WEB SERVICE OPTIMAL COMPOSITION

Service domain features are important objective law in service domain and they have strong influences on solving Web service optimal composition problem, making use of this domain knowledge is helpful for improving creating optimal composite Web services. In the following sections, influences of service domain features on solving Web service optimal composition are analyzed in details.

1) Affecting service space division

With the knowledge of priori and similarity, candidate service space can be divided into some small service space. Such as priori service composition schemes set (PriSS), priori service set (PriS), similar service set (SimS) and generic service set (GenS); Service set PriSS, PriS, SimS and GenS are produced as follows. Based on the priori knowledge, some frequently used and satisfactory service composition schemes can be collected to form the PriSS. For an initial service set S for a task note in the service composition process, firstly determine the priori service set PriS for the task note according historical service usage data; then, find out the similar services with services in PriS and construct the similar service set SimS; finally, reduce PriS and SimS from S and take the rest service to form the general service set GenS. Once these service sets are determined, the service system can maintain and update these service sets regularly, so as to support the solving of service composition.

2) Affecting the service space search strategy

According to the priori feature, the satisfactory solution is most likely to appear in the PriSSs, and then in SimSSs, the last is in the GenSSs. Therefore, when solving service composition problem, instead of searching in the whole candidate service space wholly, it is better to first search in the PriSSs, then in SimSSs and GenSSs sequentially.

3) Affecting initial food sources generation strategy

With the domain knowledge of priori and similarity, adaptive initial solution generation method can be proposed according to the confidence of priori. That is, when the confidence of priori is strong, most initial solutions can be generated based on PriSSs and PriSSs; otherwise, initial solutions can be generated proportionately based on the four service spaces.

4) Affecting the neighborhood search strategy

With the domain knowledge of priori and similarity, hybrid neighborhood search method can be designed in PriSSs and SimSSs. Neighborhood search with knowledge guidance is useful for avoiding blind and random neighborhood search, so as to improve algorithm’s search capability.

6. WEB SERVICE OPTIMAL COMPOSITION BASED ON IMPROVED ARTIFICIAL BEE COLONY (S-ABCsc)

This section firstly presents the improvements of ABC based on the influences of service domain features on solving Web service optimal composition problem, and then, describes Web service optimal composition method based on S-ABCsc.

1) Improved search strategies

In the service domain, when the confidence of the priori is abundant, the promising area where the most satisfactory or optimal solution can be found is the PriSSs, then is SimSSs, and the last is the GenSSs. In this case, it is better to search in PriSSs, SimSSs sequentially, instead of searching the whole candidate service space randomly. Here we can take the space searching strategy as service space priority search strategy, which is denoted as P.

On the other hand, when the confidence of the priori is low, the probability of finding the most satisfactory or optimal solution in the PriSSs is relatively small, but the probability of finding the satisfactory solution within the three service spaces (PriSSs, SimSSs, GenSSs) is relatively larger. In this case, it is better to carry out search in the three service spaces simultaneously. Here we can call this space search strategy as the service space equilibrium search strategy, which is denoted as E.

2) Improved initial food source generation methods

For the problem of Web service optimal composition, some high quality initial food sources are generated with the priori knowledge. For service space search strategies P and E,
two initial food sources generation strategies are proposed respectively.  

(a) Initial food source generation strategy based on priori  

This strategy refers to generating initial food sources based on PriSS and PriSS, i.e., selecting the better priori service schemes as the initial food sources and randomly generating food sources based on PriSS. The proportion of food sources are generated based on PriSS is \( \alpha \), the proportion of food sources are generated based on the PriSS is \( \beta \), and \( \alpha + \beta = 1 \).

(b) Initial food source equilibrium generation strategy  

This strategy refers to generating a certain amount of initial food sources based on the PriSS, SimSS and GenSS respectively. Here the proportions of the three parts for the food sources are set as \( \alpha, \beta \) and \( \chi \), where \( 0 \leq \alpha, \beta, \chi \leq 1 \) and \( \alpha + \beta + \chi = 1 \).

(3) Improved employed bees phase  

With the partial order among services in PriSS and SimSS, a heuristic neighborhood search method with search direction and search step is proposed.

The heuristic neighborhood search method in PriSS (denoted as \( \text{NS(PriSS)} \)) is described as follows: firstly, we determine the optimal search direction of the i-th dimensional variable; then, along the determined direction and search step size \( \eta \), we select a new service and replace with the old service. The search direction can be determined by the testing method. The neighborhood search strategy in SimSS (\( \text{NS(SimSS)} \)) is identical with \( \text{NS(PriSS)} \). Since there is no useful domain knowledge in GenSS that can be used to guide the neighborhood search, the random neighborhood search method is adopted.

(4) Improved onlooker bees phase  

For algorithm S-ABC\(_{SC}\), the roulette wheel selection method is adopted to select food source for onlooker bees. After getting a food source, onlooker bees become the employed bees and begin the searching according to the neighborhood search strategies.

(5) Improved scout bees phase  

For algorithm S-ABC\(_{SC}\), two kinds of new food sources generating methods for scout bees are proposed. New food source generation method for \( \text{P} \) (the service space priority search strategy):  

(a) When the searching space is PriSS, then, generate new food sources in the PriSS;  

(b) When the searching space is SimSS, then, generate new food sources in the SimSS;  

(c) When the searching space is GenSS, then, generate new food sources in the GenSS.

New food source generation method for \( \text{E} \) (service space equilibrium search strategy): generate new food sources randomly based on PriS, SimS and GenS. Web service optimal composition method based on improved artificial bee colony algorithm is described as Alg. 2.

---

**Alg.2:** Web service optimal composition based on improved artificial bee colony algorithm (S-ABC\(_{SC}\))

**Input:** PriSS, PriSS, SimSS, GenSS, QoS Data, QoS constraints, User QoS preferences; values of parameters \( \alpha, \beta, \chi \), \( \eta \), Limit and \( SN \);  

**Output:** Optimal Web service composition scheme

**Step1: Determining service space search strategies**  
1. If (the confidence of the priori \( \geq P \) )  
2. Select the service space search strategy \( \text{P} \);  
3. Else  
4. Select the service space search strategy \( \text{E} \);  
5. EndIf

**Step2: Initial food sources generation**  
6. If (the service space search strategy== \( \text{P} \) )  
7. Generate the initial food sources with the initial food sources generation strategy based on priori;  
8. EndIf  
9. If (the service space search strategy== \( \text{E} \) )  
10. Generate the initial food sources with the equilibrium food sources generation strategy;  
11. EndIf

**Repeat**

**Step3: Improved employed bees phase**  
12. If (the service space search strategy== \( \text{P} \) )  
13. For (i=1 to \( SN \) )  
14. If (the searching service space==PriSS)  
15. Generate new food sources with the neighborhood search method \( \text{NS(PriSS)} \);  
16. EndIf  
17. If (the searching service space==SimSS)  
18. Generate new food sources with the neighborhood search method \( \text{NS(SimSS)} \);  
19. EndIf  
20. If (the searching service space==GenSS)  
21. Generate new food sources with the neighborhood search method \( \text{NS(GenSS)} \);  
22. EndIf  
23. Evaluate the new food source with formula (1);  
24. Keep the better food sources;  
25. If (the fitness of food source is not improved)  
26. Counteri=Counteri+1;  
27. EndIf

**Step4: Improved onlooker bees phase**  
28. EndFor  
29. EndIf  
30. If (the service space search strategy== \( \text{E} \) )  
31. For (i=1 to \( SN \) )  
32. Generate new food sources with the hybrid neighborhood search method in the service candidate set;  
33. Evaluate the new food source with formula (1);  
34. Keep the better food sources;  
35. If (the fitness of the food source is not improved)  
36. Counteri=Counteri+1;  
37. EndIf  
38. EndFor  
39. EndIf

**Step5: Improved scout bees phase**  
40. For (i=1 to \( SN \) )  
41. Select a food source for the i-th onlooker bee;
7. PERFORMANCE VERIFICATION OF S-ABC$\text{SC}$

Experiments are conducted to verify the performance of S-ABC$\text{SC}$. In these experiments, a Web service composition process that includes six tasks is taken as an example, and each task in the composition process has 200 candidate services. The QWS dataset [33] was used as the QoS dataset of the candidate services, QoS attributes including ResponseTime, Reliability, Throughput and Success Rate. In our experiments, we set the user preferences of QoS attributes are 0.5, 0.3, 0.1 and 0.1 respectively.

The PriSS and PriSs for this service composition problem are generated by iterating the Genetic Algorithm (GA) 100 times during solving the problem. 200 feasible service composition schemes were collected, and 20 service composition schemes were randomly selected and taken as the PriSS. Then, the PriSs, SimSs and GenSs for tasks were constructed. The scale of the three service spaces were set as 20, 40 and 140 respectively. In this experiment, the scale of the initial food sources $S_N$ is set as 100, we also set $\alpha = 0.2$, $\beta = 0.8$, and $\text{limit} = 3$. The value of $F$ was set as 0.7. S-ABC$\text{SC}$ algorithm was realized using C++. The experiments were conducted on a PC with the following configuration, OS: Microsoft Windows XP 2002; CPU: Intel(R), G550 @ 2.60GHz; Memory: 3 GB.

In our experiments, we compared S-ABC$\text{SC}$, Discrete ABC (D-ABC) [34] and GA for solving the service composition problem. The experiment platform and programming language of the three algorithms are identical. For the D-ABC, we set $SN = 100$ and $\text{limit} = 3$. For GA, the scale of the initial population was set as 100, the probability of the crossover operation and the mutation operation were 0.8 and 0.5 respectively. Then, the performances of the three algorithms are compared under the three different algorithm arbitration criteria.

(1) Optimal solution under the time constraint

This arbitration criteria means that when the running time of the algorithm reaches the maximum time proposed by user, then, output the current optimal solution that the algorithm has found. In order to overcome the time error due to the uncertainty of the experimental platform and increase the accuracy of the experiment results, under each time constraint, algorithms are executed for 20 times independently, and take the average of the results as the final results. The experimental results are shown as figure 2, where the vertical axis represents the fitness of solutions found by the three algorithms, the horizontal axis denotes time constraints; the time unit is millisecond (ms). The fitness is the evaluation values of Web service composition scheme; it can be calculated according to formula (1).

![Figure 2. Optimal solution under different time constraints](image2)

From figure 2 it can be seen that, under the same time constraint, solutions found by S-ABC$\text{SC}$ are better than solutions found by D-ABC and GA. This means that S-ABC$\text{SC}$ can find better solution within a shorter period of time under the assumed situation.

(2) Optimal solution under maximum iterations

This arbitration criteria means that when the algorithm has been iterated for the maximum iteration times, then, output the optimal solution the algorithm has found. In this experiment, the three algorithms are executed independently, the experiment results are shown as figure 3, and where the vertical axis represents the fitness of solutions found by the three algorithms, the horizontal axis denotes different maximum iteration times.

![Figure 3. Optimal solutions under maximum iteration times](image3)
8. Analyze the Underlying Dependencies Between Service Domain Features and S-ABCsc’s Optimality

8.1 Experiment Preparation

The preceding chapters give a brief introduction to two domain features introduced into S-ABCsc algorithm, Priori and Similarity. The two domain features will be used in the form of priori knowledge and similarity knowledge extracted from the historical usage data, so the priori knowledge and the similarity knowledge can represent the corresponding historical usage data. In order to describe the properties of various historical usage data, we propose five domain feature metrics including Size of Priori Service Set (SP), Confidence of Priori Service Set (CP), Frequency of Priori Service Set (FP), Size of Similarity Service Set (SS) and Similarity Degree of Similarity Service Set (SDS). These metrics can be measured by the following expressions.

- **SP**: \( SP = \frac{1}{D} \times \sum_{i=1}^{D} N_{Pi} \), \( N_{Pi} \) represents the amount of priori services of the \( i \)-th activity node.

- **CP**: \( CP = \frac{1}{D} \times \sum_{i=1}^{D} CP_i \), \( CP_i \) stands for the function calculating the confidence of the priori service set of the \( i \)-th activity node, \( CP_i = \frac{1}{N_{Pi}} \times \sum_{j=1}^{N_{Pi}} \frac{US_j}{PU_j} \), where \( US_j \) represents the amount of the records that utilize the \( j \)-th priori service and satisfy user requirements, \( PU_j \) stands for the amount of the records that contain the \( j \)-th priori service.

- **FP**: \( FP = \frac{1}{D} \times \sum_{i=1}^{D} FP_i \), \( FP_i = (\sum_{j=1}^{N_{Pi}} PU_j) / \text{hdSize} \), where \( \text{hdSize} \) represents the record amount of the historical usage data.

- **SS**: \( SS = \frac{1}{D} \times \sum_{i=1}^{D} N_{Si} \), \( N_{Si} \) stands for the amount of similarity services of the \( i \)-th activity node, \( N_{Si} = \left| U \left( \sum_{j=1}^{N_{Pi}} Sim(s_{Pi}) \right) \right| \), where \( s_{Pi} \) represents the \( j \)-th priori service, \( Sim \) is the function calculating all the similarity services that are similar to \( s_{Pi} \), \( U \) is the function that combines all the similarity services of \( N_{Pi} \) priori services and eliminate the repeated similarity service.

- **SDS**: \( SDS = \text{Avg} \left( \sum_{j=1}^{N_{Pi}} \sum_{i=1}^{N_{Pi}} CED(s_{Pi}, s_j) \right) \), \( CED \) is the function calculating the Euclidean Distance between two services, \( \text{Avg} \) is the function calculating the average value of the data set which only contains the data satisfying the following condition: \( CED(s_{Pi}, s_j) \geq t_s \), \( t_s \) is the similarity threshold.

For example, given a set of historical usage data concerning the flight information that user \( U \) went to Shanghai by air from Beijing last year. It has 350 records in all. Statistics show that \( U \) most often ordered 3 flights. There are 15 flights (including the 3 ones presented above) totally. In addition, there are 6 flights similar to the 3 ones introduced above among the remaining 12 flights. Then \( SP, CP, FP, SS, SDS \) are defined as follows.

- **SP** represents the size of priori service sets. Here, it represents the amount of the flights \( U \) most often ordered, \( SP = 3 \).

- **CP** is on behalf of the confidence of priori service sets, indicating the proportion that the records satisfying user requirements make up in the records containing the priori services. Here, it reflects the probability of the 3 flights \( U \) usually ordered satisfy the user requirements.

- **FP** is the frequency of priori service sets. The larger \( FP \) indicates the bigger amount of records containing the priori services in the historical data. Here, it reports the times of ordering the 3 flights presented above by \( U \) last year.

- **SS** indicates the size of similarity service sets. Here, it indicates the amount of the flights which are similar (include similar prices, similar flying time) to the 3 ones recommended above among the remaining 12 ones, so here \( SS = 6 \).

- **SDS** stands for the similarity degree of similarity service sets. In this paper, the similarity degree between two services is measured by their QoS Euclidean Distance. The smaller \( SDS \) between two services indicates the services are more similar. Here, it reflects the similarity degree between the 3 flights \( U \) most often ordered and the 6 ones similar to them.

All the experiments in this section are concerning the service composition problem illustrated as figure 4. The service process includes 11 task nodes, and each node represents a kind of activity. The directed flows among the nodes include sequential structure, selective structure and parallel structure.

![Figure 4. Web service composition workflow](image)

For each task node included in the service process, there are 5000 candidate services. In addition, each candidate service has five QoS indicators, namely response time, price, availability, reputation and throughput, and the value ranges of the five indicators are [1,10], [20,100], 33
[0.6,0.999], [0.8,0.999], [1,20] respectively. The requirements raised by users are QoS constraints. It is a five-dimension vector which can be expressed as \( UR = [50,400,0.2,0.85,3] \). The five dimensions are corresponding to the five QoS indicators.

We utilize the ABC algorithm to solve the same composition problem with various Maximum Cycle Number (MCN) values randomly, and record the optimal solution obtained, so as to constitute various sets of historical usage data. A set of historical usage data can be represented as a five tuple \(<SP, CP, FP, SS, SDS>\). Because it is not easy to depict the dependencies on the basis of huge scales of historical usage data, so we select out 20 sets of historical data which are most representative from 200 sets. Although these data fails to fully reflect the actual data, but these 20 sets of data help characterize the dependencies to a great extent, and it basically reflects the features of all the historical data. Each set has 50000 records among the 20 sets of historical data. In addition, we number the 20 sets as 1,2,...,20, and call them HD1, HD2,...,HD20, respectively. The disciplines among them are shown in Fig.5. We can see the value ranges of \( SP, CP, FP, SS, SDS \) are \([0.5,0], [0.1], [0], [0.9], [0.5] \) respectively. To note that, in this paper, all the data in figure 5 is the average results after executing the algorithms for 50 times.

![The disciplines presented by 20 sets of historical usage data.](image)

8.2 Analyzing the Influence of Service Domain Features on S-ABCsc’s Optimality

Based on the 20 sets of historical usage data, quantities of attempts are carried on to verify the historical usage data and find the critical ranges which help algorithm designers judge whether the given historical usage data has positive impact on S-ABCsc.

1) The verification of the historical usage data

Firstly, we verify that if all the historical usage data would help the S-ABCsc algorithm to obtain a better solution, namely comparing S-ABCsc with ABC. The values of \( SN, Limit, MCN \) of S-ABCsc are the same as those of ABC, and the values of \( PSSS \) and \( SL \) are 0.8, 3 respectively. After lots of attempts, we can find out that among the 20 sets of data, the optimality of the final solution obtained by S-ABCsc on the basis of HD1 or HD2 or HD3 or HD4 or HD5 is no better than that of ABC, just as shown in figure 6. That is to say, the historical usage data called HD1, HD2, HD3, HD4, HD5 have negative effects on the ABC-based service composition algorithm.

![The contrast between the results of S-ABCsc and ABC.](image)

2) The critical ranges

On the basis of the experimental results above, we summarize the critical ranges which are shown in figure 7.

![The verification of the critical ranges.](image)
According to the figure 7, we find that with the increase of \( SP \), the optimality of \( S-ABC_{SC} \) gradually increases. When \( SP \) is less than the values belonging to the interval \([54, 67]\), due to the small size of the priori service set, the algorithm isn’t able to find a solution better than that of ABC until arriving to the stop condition. However, along with the size of the priori service set increasing, the search space in the priori service set becomes larger, making it easier to find the global optimal solution. With the increase of \( CP \), the optimality of \( S-ABC_{SC} \) increases constantly. It is not difficult to understand that with the confidence of the priori knowledge increasing, the percentages that priori service sets satisfying the user requirement are larger, so it is easier to find out optimal solutions. When \( CP \) is less than the values belonging to the interval \([0.18, 0.24]\), it is very difficult to find better solutions than those of ABC for \( S-ABC_{SC} \) because the services which do not meet the user requirement take up a larger percentage of the priori service set.

The optimality of \( S-ABC_{SC} \) becomes larger as \( FP \) increases continuously. This means that the amount of priori services existing in the corresponding historical usage data increases, which indicates that there are many users with similar requirements utilizing these priori services, so these services are more likely to meet the user requirement. While \( FP \) is less than the values coming from the interval \([0.37, 0.43]\), the amount of the priori services used in the historical usage data is too small, and these services are more likely to fail to satisfy the requirement and the optimality of the final solution obtained by \( S-ABC_{SC} \) is smaller than that of ABC. With the increase of \( SS \), the optimality of \( S-ABC_{SC} \) increases gradually. Similar to the situation of \( SP \), when the search space of \( S-ABC_{SC} \) in the similarity service set becomes larger, \( S-ABC_{SC} \) is more likely to find out the global optimal solution. When \( SS \) is less than the values extracted from the interval \([33, 49]\), it indicates that the number of similarity services is limited, so the optimality of \( S-ABC_{SC} \) is no better than that of ABC. It is noted that the optimality of \( S-ABC_{SC} \) is becoming smaller as \( SDS \) increases constantly. The increase of \( SDS \) indicates that the number of services which are most similar to priori services becomes smaller. As a result, it becomes extremely difficult for \( S-ABC_{SC} \) to find optimal solutions in the similarity service set.

To verify these rules, we construct different sets of historical usage data. We utilize \( S-ABC_{SC} \) to solve the service composition problem introduced in this paper. The experiment results are shown in figure 8, where \( S1 \) represents the results of \( S-ABC_{SC} \) based on the historical data \( <156, 0.25, 0.672, 307, 1.934> \), and \( S2 \) stands for the results of \( S-ABC_{SC} \) based on the historical data \( <14, 0.19, 0.275, 103, 3.17> \). From the experiments, we summarize the accuracy of the critical ranges presented above is about 70%. In addition, we find that \( SS \) and \( SDS \) exert smaller effects on the optimality of \( S-ABC_{SC} \).

![Figure 8. The Dependencies between Five Domain Features and \( S-ABC_{SC} \) Optimal Parameter Settings](image)

(3) Dependencies between Domain Features and \( S-ABC_{SC} \) Parameter Settings

To identify the underlying dependency between domain features and \( S-ABC_{SC} \) parameter settings, we need to collect different experiment results of \( S-ABC_{SC} \). According to the 20 sets of data, we assign various parameter settings of \( PPSS \) and \( SL \), and execute \( S-ABC_{SC} \). When the algorithm finds out the optimal solution, we need to record the optimality and execution time. Totally we collect 12000 records with all the values of \( PPSS \) and \( SL \) belonging to \([0, 1], [1, 20]\) respectively.

To separate the sub-space of parameter settings that will achieve acceptable performances from the other sub-spaces leading to tolerance or unacceptable results, we utilize the C4.5 algorithm [17] to make the classification on the results calculated for each set of data, and then we can get the curtailed ranges of \( PPSS \) and \( SL \). Here we take HD3 as an example, and the classification result of optimality is a decision tree. According to the decision tree, the overall conclusion drawn from the classification results is:

- \( PPSS \in [0.437, 1] \)
- \( SL \in [3, 11] \)

Similar to this, we classify the other data sets and obtain the curtailed ranges of \( PPSS \) and \( SL \) finally.
Obviously, the above classifications only identify the approximate ranges of PPSS and SL, and the ranges are different with various domain feature metrics. So we need to concrete the dependencies to facilitate algorithm designers to assign the values of PPSS and SL easily, so as to achieve optimal results. Figure 9 shows the variations of optimal S-ABC<sub>SC</sub> parameter settings with respect to each of five domain features metrics.

According to figure 9, it is obvious that there exist approximate linear relations. The difference is that PPSS has negative correlations with SP, CP, FP, and SS, but has positive correlation with SDS. Meanwhile, SL has positive correlations with SP, FP, SS and SDS and has negative correlation with CP. Therefore we use the multiple linear regression method to find the optimal fitting formulas, and we obtain formulas (3) and formula (4). Then we utilize the formulas to calculate the values of PPSS and SL respectively, and compare the calculations with the actual data, just as shown in Figure 8. Through the experimental analysis, we can find that accurate rates of the formula (3), (4) are about 75% and 85% respectively. Although the calculation is not fully corresponding to the actual data, but the fit results are acceptable.

PPSS = 0.0004 × SP - 0.1837 × CP + 0.2466 × FP
- 0.0001 × SS + 0.1836 × SDS

SL = 0.0038 × SP + 5.7618 × CP + 2.0423 × FP
+ 0.0027 × SS + 0.3425 × SDS

Based on the experiments results above, in terms of the service composition problem, given a set of historical usage data, firstly algorithm designers can calculate the values of five domain features metrics and express the data set as <SP, CP, FP, SS, SDS>, and then, according to the method introduced in this paper determine whether the set of data is effective. If it is effective, algorithm designers will solve the service composition problem by the S-ABC<sub>SC</sub> algorithm, otherwise, they will take use of the ABC algorithm. While using the S-ABC<sub>SC</sub> algorithm, algorithm designers can assign values of PPSS and SL expediently according to the formula (1), (2) without a lot of tedious attempts.

9. Conclusions

With the analyzing the influence of service domain features on solving the problem of Web service optimal composition, in this paper, we firstly improved the key optimization operations of the artificial bee colony algorithm, and propose a new Web service optimal composition method based on the improved artificial bee colony (S-ABC<sub>SC</sub>), then, the performance of S-ABC<sub>SC</sub> is verified through stimulation experiments, and the underlying dependencies between service domain features and the optimality of S-ABC<sub>SC</sub> are analyzed. S-ABC<sub>SC</sub>’s parameter settings are determined through several experiments with different historical service usage data sets. Experimental results show that S-ABC<sub>SC</sub> is feasible and effective. In our future work, we will study the service domain features deeply, dig the valuable knowledge of service domain features and propose optimization algorithm paradigm for solving service optimization problems (such as service selection, service composition and resource scheduling) with the knowledge of service domain features.
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